
The Mapper project receives funding from the EC's Seventh Framework Programme (FP7/2007-2013) under grant agreement n° RI-261507.

Running Multiscale applications 
with QosCosGrid

Poznan Supercomputing and Networking Center
MAPPER

1st Seasonal 
School



2

Motivations

• Tightly coupled multiscale applications are composed of many 
single scale models that may have:

– different hardware requirements (e.g. GPU, MPP, SMP),
– or different software requirements (e.g. Palabos, CPMD, LAMMPS).
– These application frequently must be run in parallel, but this is not 

supported by existing middleware in EGI and PRACE.
– We have developed new core middleware services, QosCosGrid, 

which provides these capabilities, and can be deployed on EGI and 
PRACE resources.
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The Tools
● QCG-Computing 

● Basic Execution Service (BES) supports advance reservation. 
● QCG-Coordinator

● Supports QCG-Computing in cross-cluster execution of jobs  
● QCG-Notification

● Notification capabilities based on WS-Notification   
● QCG-Broker

● Resource management and brokering service   
● QCG-Client

● Text-based client for QosCosGrid   
● QCG-Icon

● Lightweight desktop client for QosCosGrid   
● QCG-Tools

● Various elements extending the QosCosGrid stack
● QCG-Nagios

● Nagios probes for the QosCosGrid stack 
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Challenges

• Running multiscale application in cross-
cluster environment requires addressing 
the following issues:

– co-allocation of heterogeneous resources,
– coordination of application spawning at 

multiple sites,
– enabling connectivity between firewalled 

resources and between private IP domains.

Poznan Supercomputing and Networking Center
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Resources Co-allocation

Poznan Supercomputing and Networking Center

• Based on Advance Reservation mechanism,
• Process managed by QCG-Broker,
• Reservations can be created on demand (using 

QCG-Computing) or manually (by an 
administrator).
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Application Spawning

• Problem: Kernels are started independently
• Solution: External service: QCG-Coordinator 

Poznan Supercomputing and Networking Center
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Connectivity (I)

• Many clusters use private IP addresses for their back-
end compute nodes.

• Some sites also restrict outgoing traffic.
• Solution: 

● Use predefined port ranges.
● Deploy Muscle Transport Overlays (MTOs) user-

space daemons on the interactive nodes.
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Connectivity - MTO (II)
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Application: In-stent Restenosis 3D

Poznan Supercomputing and Networking Center
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Example Run – 1st MAPPER Review

Poznan Supercomputing and Networking Center

• This demo integrated resources provided by EGI, 
PRACE and local infrastructures.
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QCG-Broker - JobProfile
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User Tools

• Command line clients (QCG-Client).
• Desktop client (QCG-Icon).
• QosCosGrid Executor in GridSpace EW.

Poznan Supercomputing and Networking Center
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DRMAA

• Distributed Resource Management Application API 
version 1.0 (more than 8 implementations),

● Exploited both by QCG and GridSpace, 
• DRMAA 2.0 standard already released (Advance 

Reservation support),
• HPC-BASH

Poznan Supercomputing and Networking Center
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QosCosGrid in EGI

• October 2012 – PSNC signs Memorandum of 
Understanding with EGI.eu

Poznan Supercomputing and Networking Center
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qcg-offer - Look before you leap 

• User: provides detailed view of free resources
• Administrator: helps with cluster diagnostics

Poznan Supercomputing and Networking Center
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QCG Comunity Modules

• user-space  environment modules providing unified and 
coherent access to self-installed application among many 
clusters. 

Poznan Supercomputing and Networking Center

$ qcg-module-create -g plggmapper muscle/2.0
Creating module for the group: 'plggmapper'
Using module name: muscle
Using module version: 2.0
…
module-whatis   "muscle, 2.0”
#prepend-path LD_LIBRARY_PATH your-lib-path
#prepend-path PATH your-bin-path
…
$ module load muscle/2.0
$ muscle2 --version
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End Users tools: QCG-Icon

• Java based desktop application 
• integrates tightly with the system (systray, context menu)
• Platforms: Windows, Mac OSX and Linux
• demo movies: http://www.qoscosgrid.org/trac/qcg-icon

Poznan Supercomputing and Networking Center

http://www.qoscosgrid.org/trac/qcg-icon
http://www.qoscosgrid.org/trac/qcg-icon
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Further Reading

• QosCosGrid homepage: 
http://www.qoscosgrid.org/

• MAPPER Seasonal School Hands On:
http://www.mapper-project.eu/web/guest/wiki/-/wiki/Main/QosCos
Grid+tutorial+for+1st+seasonal+
school

• DRMAA && HPC-BASH:
http://apps.man.poznan.pl/trac/pbs-drmaa/wiki/

• DRMAA 2.0:
http://www.ogf.org/documents/GFD.194.pdf

Poznan Supercomputing and Networking Center
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